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Preface 
 

 
 
The GDRI GeoMech international network was created in January 2016, as a follow-up of the 
French network GDR MeGe. During 8 years, GDR MeGe gathered the main French groups 
involved in the broad field of geomechanics, with a special focus on environmental 
applications. Taking advantage of the collaborations and connections that the partners had 
developed with foreign universities, extending the network in an international perspective was 
a natural ambition. The goal of GDRI GeoMech is thus to further promote the French 
community involved in geomechanics and to strengthen its national and international 
positioning and visibility. 
 
Today, GDRI GeoMech brings together more than 25 partners from many countries, 
including the Netherlands, Italy, Spain, Canada, USA and China, with the aim of structuring 
the existing community working on Multi-physics and Multiscale Couplings in Geo-
environmental Mechanics. Its main lines of research are: 
- Catastrophic failures and triggering mechanisms 
- Safety of storage reservoirs  
- Energy geomechanics.  

 
GDRI GeoMech serves as a common platform for spreading and sharing recent research 
outcomes, extending international collaborations as well as organizing international scientific 
meetings and other related events. 
 
This booklet gathers the extended abstracts of the oral presentations given during the annual 
seminar held in La Rochelle (11-13 June 2018). 
 
With nearly 40 attendees, and nearly 30 oral presentations giving rise to extremely stimulating 
discussions, there is no doubt that this seminar was a real success, shedding light on the last 
advances within the GDRI community. 
 
This Proceeding would have never been possible without Angelika and Pierre-Yves Hicher, 
who have collected and revised all the abstracts. We would like to gratefully acknowledge 
them for their very much appreciated contribution! 
 
Olivier Millet & François Nicot 
Directors of GDRI GeoMech 
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After decades of experimental probing, artificial intelligence has emerged today as a force to 
be reckoned with not only on a scientific level but also in different fields of human activity. 
We will see, after a brief recall of the definition of artificial intelligence, why this eruption 
could lead to a major revolution in the history of humanity and we will conclude by giving 
some examples of its current application in engineering sciences. 

 
1. What is Artificial Intelligence? 

 
Artificial intelligence is basically the construction of an artificial neuronal network and the 
implementation of a learning process from the given fact of a certain number of known 
solutions. 
The initial idea of an artificial neuron is based on the reproduction of the biological neuron in 
the brain of living beings, schematically constituted by thousands of dendrites converging 
upon a nucleus out of which a single axon emerges (Fig.1). 
 

 
 

Fig.1: schematic representation of a biological neuron of a living being 
 
Several billions of neurons, interconnected through synapses, are present in our brain. The 

stimuli are transmitted by electrical micro-impulsions coupled with chemical processes. 
An artificial neuronal network is thus constituted by the nodes, disposed in layers and 
interconnected through links.  



 
 

Fig.2: artificial neuronal network 
 

At the origin of the development of artificial intelligence, the neuronal network was 
constituted by some dozens of nodes situated in several layers disposed on a plane. This 
method could have been considered as a simple method of interpolation between known data 
by their users. Today, the "massic" neuronal networks consist of millions of nodes distributed 
in 3D and their creative extrapolation capacities has been established [1].  For example, in the 
game of GO, strategies unknown to man have already emerged. 

 
As far as the learning process of a neuronal network is concerned, it is necessary to introduce 
from the outset (see Fig.2) data for which the solutions at the outcome are known. The 
calibration of the network thus comes down to giving to different links the weights 
determined through the learning process by the mathematical methods of retro-gradients. 
This calibration ends up in an implicit definition of the hyper-surface passing through a set of 
points, of which the coordinates correspond to entries and exits. This hyper-surface then 
provides for the new data a unique determined exit if the surface is sufficiently regular [2]. 
Although, in these applications, the method has encountered quite overwhelming and mainly 
unexpected success, the mathematical mastering is still far behind. 
 
2. Why Artificial Intelligence represents such a profound revolution?   

 
Until the 1960's, the methodology applied to solve a "well-posed" problem consisted of 
formulations by a system of mathematical equations. Then, this system developed analytical 
methods to come up with a solution, specified by another form of analytical expressions 
consisting of variables or unknown sought functions. It soon became apparent that very few 
problems could be specifically solved in this manner. As a matter of fact, only certain fields in 
linear physics were implicated. 
The numerical revolution which has become so important in engineering sciences from the 
end of the 1960's onward, has permitted extending in a remarkable manner the scale of the 
problems treated. Indeed, practically all the problems which can be formalized today by a 
system of equation can be solved numerically (on the condition, obviously, that solutions can 
indeed be determined), even if the presence of bifurcation points could pose formidable 
numerical difficulties in the convergence of algorithms. 
But, with artificial intelligence, a problem can be simply characterised by a complete discrete 
set of data with their associated responses; this set can then be constituted by millions of data 
("big data"). Formalising entries and exits can then be realised by the code itself which can 
then "learn" without human intervention. 
For example, once the rules of a game are introduced, the artificial intelligence code will carry 
out its own learning process (i.e. it will calibrate itself by determining the weights affected to 



the links) by playing against itself. Or, in the case of a driver's license code formulation, the 
artificial intelligence software can "learn" to drive a car by conducting virtual driving in a 
situation of virtual reality.  

 
If indeed the artificial neuronal network has attempted to reproduce our network of biological 
neurons, the learning process of the network has also adopted our manner of solving the 
problems we confront, not only generally by solving a system of equations, but also by 
exploiting the accumulated knowledge coming from our home and school education. 
Similarly, all car drivers had first to assimilate the driver's license code, then go through a 
certain number of hours of actual driving before being sufficiently "educated" to go on the 
road, that's to say to have the capacity to steer a car by respecting to the letter the rules of the 
driver's license code in all circumstances. 

 
Should an accident occur (for example, in the case of a young driver), the learning process 
may be judged insufficient and further sessions at the driving school may be deemed 
necessary. Similarly, given artificial intelligence software, if the number of data with 
solutions is too limited, the hyper-surface evoked in paragraph 1 will be too imprecise for it to 
respond correctly to the questions which implicate the new data. 
 
3. What are the applications of artificial intelligence for engineering sciences? 

 
The autonomous car, medical diagnosis, DNA analysis, vocal and visual recognition, 
automatic translation* to cite but these few operations are already examples of artificial 
intelligence applied to our daily lives. 
As for specific examples in civil engineering, we could cite the two major fields of 
applications currently under way: intelligent robotics and the intelligent exploitation of a high 
number of data. 

 
* Translator's note: the present text is not a product of artificial intelligence. 
 

Thus, building sites and public work constructions have much to gain through the automation 
of certain particularly onerous and life-threatening tasks (taking down nuclear facilities, 
asbestos removal, etc.) or through the intelligent piloting of certain machines in public work 
projects  (bulldozers, etc.) 
Moreover, the metrological revolution has permitted the emergence of new families of captors 
that are less costly, more time-resistant, and low-energy consumptive which can be disposed 
in high numbers over the fields to be surveyed (landslides, unstable rock-slopes, …) or in the 
construction works whose behaviour must be controllable (dams, dykes, nuclear installations, 
large civil engineering structures). A very large data-base can be obtained from temporal and 
spatial series. 
It will become highly interesting and profitable to exploit these data-bases for developing 
intelligence techniques which will allow critical points to be detected, the mechanisms of 
potential failure to be analysed, and even new protection regulations to be recommended. 

 
Naturally, these algorithms of artificial intelligence encounter their limits; for example, when 
the hyper-surface, evoked in paragraph 1, is not sufficiently regular which will lead to the 
inexistence of solutions or to multiple solutions (bifurcation points of various types) or 
because the system studied is pathologically sensitive to initial conditions (meteorology, …) 
Let us remember that, basically, artificial intelligence is essentially different from biological 
intelligence in that it lacks consciousness. 



 
Certain researchers, however, consider that just as consciousness appears "spontaneously" in a 
baby at a certain level of neuronal complexity, a form of consciousness could appear in robots 
invested with artificial intelligence. In terms of anticipation, a mathematician has even been 
able to evoke the identical reproduction of a biological neuronal network in the brain of a 
human being [3] through a neuronal network that is artificial. 
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Abstract 
The paper discusses an approach for examining the shear rupture behaviour of a dilatant 
region with a circular planform located at a pre-compressed geological interface. The 
modelling accounts for the unilateral contact at the interface that allows the development of 
interface separation during dilatant deformations. The role of deterioration of the dilatancy 
angle with increasing shear displacement is also accommodated and the rupture stress is 
estimated using the approach proposed by D.W. Taylor (1948) to estimate failure of the 
dilatant regions. The analysis illustrates how the rupture stress can be influenced by 
parameters such as the pre-compressive stress, the elastic deformability characteristics of the 
zones composing the dilatant region, the friction and dilatancy angles and parameters that can 
describe the degradation of the dilatancy angle with relative shear. 

 
Introduction 
The mechanical behaviour of geologic interfaces, particularly faults and fractures, is 
important to several branches of engineering geosciences including stability of geologic 
strata, development of tectonic motion, displacements of pre-existing fractures and interaction 
processes in constructed underground facilities, where the interface behaviour is controlled by 
the stress state and the influence of both cohesive and frictional forces. The literature in this 
area is vast (nearly six thousand references covering the diverse areas of geomaterial 
interfaces, geologic fault zones, tribology, wear, biomechanics, contact mechanics, etc.) and 
no attempt will be made to provide a complete review of the subject. The reader is referred to 
the volumes and articles by Desai and Christian (1977), Selvadurai and Boulon (1995), 
Nguyen and Selvadurai (1998) and Selvadurai and Yu (2005) for further references on these 
topics. In a majority of classical studies in this area, the focus is on fracture surfaces that 
exhibit Coulomb friction and consideration of dilatancy and its degradation are relatively rare. 

 
Analysis 
In this study, we examine a specific contact problem that illustrates the influence of elastic 
restraint at a dilatant region and the deterioration of the dilatancy angle with relative shear on 
the shear rupture of the region. We specifically consider the problem of a dilatant circular 
patch of radius  that is contained at the interface of two isotropic elastic geologic media with 
elastic constants  and under the action of a pre-compression stress . The region 
exterior to the dilatant circular patch is assumed to be frictionless. The two halfspace regions 
are subjected to a lateral relative shear displacement and during this shear deformation, 
the dilatancy processes can induce a displacement in the circular patch, which in turn can 
induce separation at the pre-compressed interface (Figure 1).  
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The resulting unilateral contact problem is three-dimensional and can only be solved by 
appeal to computational approaches. In this study, however, we assume that the contact 
problem can be approximated by axisymmetric states of deformation. This enables us to study 
the unilateral contact problem in order to estimate the radius of the zone of separation at the 
interface by considering two auxiliary problems: The first problem deals with the 
axisymmetric indentation of a penny-shaped crack of radius  by a smooth rigid disc 
inclusion of radius . Selvadurai and Singh (1984) presented an approximate solution to this 
problem, and the Mode I stress intensity factor at the boundary of the penny-shaped crack was 
evaluated as a series expansion in terms of the parameter . The second auxiliary 
problem deals with the application of uniform internal pressure to a penny-shaped crack of 
internal radius  and external radius . Here again, the solution can be obtained in an 
approximate form as a series in terms of the parameter . This solution was developed by 
Selvadurai and Singh (1985) and a series expansion result can be obtained for the Mode I 
stress intensity factor at the external boundary of the annular crack. The radius of the zone of 
separation is obtained by the constraint that, at the boundary of separation, the combined 
stress intensity factors derived from the two auxiliary solutions should reduce to zero. This 
gives a characteristic equation in terms of , which can be solved to determine the radius of 
the separation zone. The details of the analyses will be presented in a separate article 
(Selvadurai et al, 2018) and the method involves the estimation of the axial force   
induced on the circular patch due to the dilatant displacements ; the resulting expression 
takes the form 

 

 (1) 

 
The shear stress required to attain failure of the interface experiencing Coulomb friction and 
dilatancy can be estimated using the failure concept proposed by Taylor (1948), which 
neglects any elastic energy of the interface and relates the external work of forces acting on 
the dilatant interfaces to the plastic energy dissipation. In Taylor’s classic study, the dilatancy 
displacement is related to the shear displacement through a linear relationship that 
incorporates a constant dilatancy angle. In this research, the analysis is extended to include a 
non-linear relationship between and of the form 

 

        (2) 

 
where is a parameter that signifies degradation of the dilatancy due to processes such as 
asperity breakage and other micro-mechanical processes. The theoretical results enable the 
development of an expression for the amplification of the shear stress at the circular patch due 
to dilatancy effects. The “Shear Stress Amplification Factor” (SSAF) is expressed as 

 

   (3) 

 
The expression for SSAF takes into consideration the influence of the far-field normal stress 

 acting on the circular patch, the initial dilatancy angle , the friction angle  and the 
dilatancy degradation parameter . In the absence of dilatancy there is no amplification of 
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the rupture shear stress, i.e. .  Figure 2 shows a typical result for the SSAF as a 
function of the normalized shear displacement . 

 
Concluding Remarks  
The process of dilatancy can influence the attainment of the peak load capacity at a pre-
compressed  geological interface. The paper employs an elementary model for an interface 
where dilatancy is developed over a region with a circular planform. The elastic normal 
stiffness of the dilatant region is automatically accounted for in the mathematical 
developments. It is shown that the shear capacity of the dilatant circular region can be 
estimated using the procedure proposed by Taylor (1948). The enhancement of the shear 
capacity with dilatancy can be presented in the form of a non-dimensional relationship in 
which the case of Coulomb friction at the dilatant interface is the limiting case. 
 

 
 

 
     Figure 1. Indentation of halfspace regions due to dilatant processes over a circular patch. 

 
 

      
  Figure 2. Dilatancy-induced shear stress amplification at a circular patch. 
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The presentation targets two issues of relevance for the development of elastic theories in 
which the stored energy is assumed to depend on the first two gradients of the displacement 
(second-grade elastic materials). Our standpoint is expressed herein in the framework of linear 
elasticity. Nonetheless, the same results and concepts can be generalised to a large 
deformation analysis as well as to other constitutive frameworks. 
A first, a long-standing issue concerns the additional boundary conditions arising for second-
grade materials, namely as to their mechanical interpretation, the lack of which has caused 
second-grade theories to be viewed, hitherto, mostly as ‘perturbations’ of constitutive laws for 
simple (particularly ‘first-grade’) materials. The proposed developments are based on the 
concept of ‘orthofibre’ (Froiio et al., 2010, 2018), i.e. an infinitesimal material fibre 
approaching the boundary along the direction of the unit normal vector ni. The relevant 
deformation measures, illustrated in Figure 1, are the orthofibre stretch and rotation fields: 
 
 ς = ni u(i,j) nj         ,        ωij= nj ui,k nk - ni uj,k nk (1) 

 
respectively. In particular, the axis of the infinitesimal rotation ωij lies orthogonal to ni .On the 
basis of these definitions, the classical procedure of integration by parts (Mindlin, 1965) leads 
to the identification of the natural boundary conditions for second-grade elastic materials in 
the form of surface traction, ‘ortho-fibre tension’ and ‘orthofibre couples’ at regular points of 
the boundary as well as a line-traction at its edges. Orthofibre tension (i.e. force doublets 
normal to the boundary; see Bluestein, 1967) and couples are energy-conjugate to orthofibre 
stretch and rotations, respectively. The corresponding balance laws, which we identify by 
requiring objectivity of the relevant potential energies, are consistent with those exhibited by 
Fried & Gurtin (2006). 
A second, strictly related issue pertains to the form of stress fields in the sense of Cauchy for 
second grade materials. After extending the definitions (1) to internal material surfaces, we 
propose an original derivation based on the classical ‘cut argument’: we define and calculate 
the relevant internal actions as reactive force-like fields in association with the ‘constraint of 
continuity’ of the displacement field and its first derivative across internal material surfaces. 
A first stress vector field is identified that has the same physical meaning as Cauchy’s, but is 
dependent on the principal normal curvatures and on the relevant curvature directions of the 
internal surface; the same stress field degenerates on edges in the form of line-traction. 
Reactive orthofibre tension and couple fields are also identified along internal material 
surfaces, with a ‘cubic’ dependence on the unit normal ‘ni’. Therefore, a corresponding stress 
tensor in the classical sense can neither be postulated nor deduced for any of the above-
mentioned stress fields (cf. Mindlin & Eshel, 1968). A number of common points, yet not a 
complete agreement, can be identified through the deductive procedure and the results of 
dell’Isola et al. (1995, 1997, 2012a, 2012b). 



 
The interested reader may refer to Froiio & Zervos (2018) for a complete presentation of the 
above derivations, as well as for additional results concerning (i) an original representation of 
the linear isotropic elastic law for second-grade materials, (ii) three example boundary value 
problems, and (iii) the main lines of the finite element implementation of the theory. 
 

 
Figure 1. Orthofibres along an internal/boundary surface, 2-D representation: (a) reference 

configuration; (b) deformed configuration; (c) orthofibre stretch and -rotation 
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Granular materials consist of a large number of grains and voids. The arrangement of 
particles, termed as internal structure influences significantly the behaviour of granular 
materials (Yoshimine et al., 1998; Kruyt, 2012; Kruyt & Rothenburg, 2016). For instance, 
packing A and packing B (shown in Fig. 1) consist of the same amount of particles even 
though they have different arrangements; their internal structures are therefore different. The 
internal structure of granular material is mostly characterized by fabric tensors (Oda, 1982; Li, 
2016). Fabric tensors are statistical quantifications of microscale variables, such as contact 
normals, branch vectors or void vectors. Generally, the fabric tensor can be expressed as a 
second-order tensor : 

                                                 (1) 

where  is an entity at microscale;  is a weight factor; 2N is the number of the entities 
to be quantified. Accordingly, the (evolution of) fabric anisotropy is described by the 
(evolution of) the deviatoric part of the second-order fabric tensor G.  

 
Figure 1. Different arrangements of the same amount of spherical particles. 

The evolution of the fabric anisotropy in granular materials has been investigated by 
experimental tests (Yoshimine et al., 1998; Yang et al., 2008) as well as by Discrete Element 
Method (DEM) simulations (Kruyt, 2012; Kruyt & Rothenburg, 2014; Li, 2016; Yang & Wu, 
2016). The results of the DEM simulations have clearly shown that the fabric anisotropy 
approaches asymptotic states under various loading conditions (Kruyt, 2012; Kruyt & 
Rothenburg, 2014). These observations are explicitly considered by the anisotropic critical 
state theory (Li & Dafalias, 2012) through the introduction into the classical critical state 
theory of a term that accounts for the fabric anisotropy. Recent DEM simulations (Kruyt, 
2012; Zhao & Guo, 2013; Yang & Wu, 2016) have also shown that the initial void ratio, the 
inherent anisotropy and the Lode angle strongly affect the evolution of fabric anisotropy 
(Fig.2). However, the relations describing the evolution of fabric tensors in current 
constitutive models are heuristic, requiring the calibration of many model parameters. 
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Furthermore, current fabric evolution laws for granular materials are generally developed for 
continuum mechanical models (Gao & Zhao, 2017; Yang et al., 2018) by means of  a loading 
index multiplier associated with the yield surface. These evolution laws cannot be employed 
in micromechanical models (Chang & Hicher, 2005; Hicher & Chang, 2006; Chang & Yin, 
2009; Yin & Chang, 2009; Yin et al., 2010; Nicot & Darve, 2011; Misra & Singh, 2014; Zhao 
et al., 2018b) which do not have explicit macro-scale yield surfaces.  

 
Figure 2. DEM simulations: (a) influence of initial void ratio e0 on fabric evolution of an initially 
isotropic sample (data from Yang & Wu, 2016); (b) influence of inherent anisotropy ∆ on fabric 
evolution of a dense-medium sample (e0=0.531) under confining pressure of 500 kPa (data from Yang 
& Wu, 2016); (c) influence of intermediate principal stress ratio b-value on fabric evolution of an 
initially isotropic sample (data from Chantawarangul, 1993); (d) influence of loading direction on 
critical state fabric anisotropy of an initially isotropic sample (data from Yang & Wu, 2016). 

Given these limitations and the fact that micromechanics-based constitutive relations have 
been successfully employed in solving engineering problems (Zhao et al., 2018a; 2018c), it is 
important to consider properly the evolution of the fabric tensor in both continuum and 
micromechanical modelling of granular materials. This study proposes an evolution law for 
fabric anisotropy based on observations from experiments and DEM simulations and suggests 
its effectiveness in micromechanical modelling of granular materials. 
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The present work proposes a coupling method combining finite and discrete elements to 
simulate thermally induced stresses and local damage in composite materials. Ceramic-metal 
materials characterized by a strong difference of properties and a Coefficient of Thermal 
Expansion (CTE) mismatch have been investigated. Typically, thermal residual stresses are 
induced at the interface during a cooling process which can lead to catastrophic effects on the 
local integrity of the joint. Recently, a Discrete Element Method (DEM) based on a hybrid 
particulate-lattice description was successfully introduced to simulate these effects. Such an 
approach profits from a cohesive beam element to model effective continuous media (Fig. 1) 
with monitored microscopic parameters in which complex damage effects can be introduced 
(Haddad & Leclerc 2015, Leclerc & Haddad 2017).  

 

 

 

 

 

 

 

Figure 1. Cohesive model based on Euler-Bernoulli beam element 

 

However, full discrete simulations which require massive calculations and prohibitive 
calculation costs renders this method unlikely to be commonly used. As a result, a coupling 
method successively combining both the continuous and discrete approaches has the 
advantage of being less expensive. In this work, we have investigated the DEM-FEM 
coupling approach based on a domain decomposition with an overlapping area (Haddad & 
Guessasma 2014) which has already proved to be flexible and reliable in a large context. 
Preliminary studies were first carried out to verify the accuracy of our implementation in our 
MULTICOR++ code through classical tensile tests (Fig 2). 

 

 

 



 

 

  

 

 

 

 

Figure 2. Comparison of the displacement field between FEM and DEM-FEM simulations.  

 

In a second step, a model of thermal expansion based on the natural dilatation of each beam 
element (André 2017) was introduced into the discrete model. Tests were performed in the 
framework of ceramic-metal fiber composites using a 2D representative pattern composed of  
15 dilute inclusions. In the coupling method, the matrix was globally discretized by a finite 
element mesh while a circular discrete area was placed around each heterogeneity where local 
stress peaks and damage could occur. Comparisons in terms of stress and strain fields 
exhibited the efficiency of the coupling method to take into account such thermal effects with 
a suitable accuracy (Fig. 3). Moreover, in comparison to FEM and DEM, they also showed a 
significant decrease in computation time.  

 

 

 

 

 

 

 

 

 

Figure 3. Elastic strain field obtained by (a) FEM and (b) DEM-FEM method  

 

Based on these encouraging results, interfacial effects were also introduced using the Discrete 
Damage Zone Model (Liu, 2012) to exhibit the local damage related to the CTE mismatch 
during a cooling process. The flexibility of such an approach was also evident in studies 
which considered problems such as the classical ceramic-metal joint issue. Therefore, in the 
future, we expect to extend this approach to multi-physical behaviours. More specifically, we 
aim to develop efficient numerical methods to consider thermo-elastic and thermo-electrical 
couplings in heterogeneous media. 
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Given its many industrial applications in aeronautics, aerodynamics, fluid mechanics, civil 
engineering, etc, the subject of flow control is highly important. However, for researchers the 
subject is also challenging because the use of iterative algorithms required in terms of CPU 
time and memory makes it extremely costly. In the order to decrease these costs, we have 
developed Reduced Order Models (ROM) which consist of putting most of the heavy 
calculations offline, while keeping only fast fluid flow evaluations online.  
Here we focus on the control of indoor air quality: a temperature profile is kept in a room by 
the interaction of the intensity and temperature of the injected air. The aim is thus to minimize 
the difference between the target temperature  and the indoor temperature θ. This is 
achieved by minimizing the following cost functional: 

       (1) 
under the constraints of Navier-Stokes equations and the convection-diffusion equation 
respectively noted N(u,θ,α,σ)=0 and M(u,θ,α,σ)=0. u corresponds to the velocity. The control 
parameters α and σ monitor, respectively, the values of the inlet velocity and of the wall 
temperature. ω1 and ω2 are penalty terms of the objective functional to regularize the 
optimization problem. 
The model reduction technique consists of searching a reduced spatial basis Φ(x) such as the 
solution h(x, t) (h denotes the velocity or temperature) of the problem can be approximated by  

h(x,t)» i(t)Φi(x), where N is considerably smaller than the number of degrees of freedom 
arising from classical methods such as the Finite Element method or the Finite Volume 
method. The POD (Proper Orthogonal Decomposition) is the most commonly used technique 
to construct the spatial basis Φ(x).  Here each quantity (velocity and temperature field) is 
decomposed into a mean part and a fluctuating part upon which the POD has been applied: 
 

u(x,t,α,σ)=u(x,α,σ)+u'(x,t,α,σ)   and    θ(x,t,α,σ)=θ(x,α,σ)+θ'(x,t,α,σ) (2) 
 

with                u'(x,t, α,σ)» i(t,α,σ) Φui(x)   and    θ'(x,t, α,σ)» i(t,α,σ) Φti(x) (3) 
 
Theses POD bases are constructed from numerical simulations for several values of the inlet 
fluid velocity and wall temperature i.e. for various parameters αi and σi,  
Once the spatial POD bases have been computed, the dynamical of the velocity and the 
temperature can be obtained by solving a Reduced Order Model (ROM) constituted of a set of 
differential equations in ai and bi, of small size Nu+Nt. For this ROM to be developed, the 
expressions of the velocity and temperature fields (Equ. 2 and 3) are first introduced into the 
Navier-Stokes and the convection-diffusion equations. The reduced model is then obtained by 



Galerkin projection of the resulting equations onto the POD modes. To increase the 
robustness of the POD-ROM, it is necessary to adapt the mean fields which appear in the 
ROM by using a Lagrange interpolation on the parameters α and σ. For more details see 
(Tallet et al, 2016). 
The ROM is now embedded in a control loop. For this to be realized, the full optimization 
problem, described in the beginning of the summary, has been turned into a reduced 
optimization problem which consists of seeking the control parameters α and σ which 
minimizes the difference between the target temporal coefficient (t,α,σ) and the temporal 
coefficient b(t,α,σ) associated to the temperature field. In this case, the state variables 
correspond to the time-dependent coefficients a(t,α,σ) and b(t, α,σ). The reduced objective 
functional Jr(b,α,σ), is expressed in terms of the reduced variable b(t,α) and the control 
parameters α and σ by introducing the decomposition (Eq. 2 and 3) into the functional 
J(θ,α,σ), (Eq. 1)  and using the orthonormality property of the POD-basis functions 

  (4) 
This functional must now be minimized under the reduced constraint equations, i.e. the ROM. 
This constrained optimization problem is converted into an unconstrained optimization 
problem by the use of the Lagrange multipliers method and is solved by an iterative descent 
method (Bergman & Cordier, 2008) (Oulghelou & Allery, 2018), 
 This approach was applied to control the temperature in a lid-driven square cavity heated 
from the left side. The fluid flow is incompressible in the volume Ω of length L (Figure 1). 
The cavity is driven by the top with intensity U0. Hot and cold temperatures (respectively, θh 
and θc) are, respectively, imposed on the left and right walls and the other walls are 
considered as adiabatic. The optimal flow control is realized on the boundaries; i.e., the lid 
velocity and the hot temperature imposed on the left wall, such as: utop=αU0 and   θleft=σ θh. α 
and σ are the control parameters.  
 

 
 

Figure 1. Boundary conditions of the lid-driven cavity heated on the left. 
 

In the following, the Reynolds number is defined as Re=αU0 /ν and the Grashof number as Gr 
= gβL3(σθh−θc)/ ν2. ρ is the density, ν the kinematic viscosity, g the gravitational acceleration 
and β the volumetric thermal expansion coefficient. The streamlines and isovalues of 
temperature, at a given time, are drawn in figure 2. 
The POD bases (of velocity and temperature) are constructed with snapshots from 6 
simulations for six couples of (Re,Gr) such as Re=158; 316; 474 and Gr=106; 5x106. For each 
couple (Re,Gr), 150 snapshots evenly distributed on the transient regime are considered. 
These bases are used to construct the ROM required to solve rapidly the reduced control 
problem. The aim is thus to achieve a target temperature θtarg corresponding to a couple 



(Retarg,Grtarg) by starting from an initial temperature θinit corresponding to (Reinit,Grinit). Four 
target pairs of (Re,Gr) that do not belong to the sampling are considered : 1) Re = 221 - Gr = 
2x106;  2) Re = 221 ; Gr = 4x106; 3) Re = 379 ; Gr = 2x106 4) Re = 379 ; Gr = 4x106. 
 

       
 

Figure 2.   Streamlines and isocontours of temperature at t=3s for Re=316 and Gr=1x106 
 

 The control algorithm converges quickly (around a few minutes on a cluster) towards the 
target control parameters (Reynolds and Grashof numbers) in twenty iterations maximum (see 
Figure 3). The time-average relative error, between the fields issued from the full model and 
those obtained at the end of the algorithm control is about 13% for the velocity and 5% for the 
temperature. The reduced control algorithm can then be considered as fast and accurate. 

 

                      
 

Figure 3.  Grashof number Gr and Reynolds number Re as a function of the iterations number of 
the control algorithm for each target. 
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In recent years, the rapid development of general purpose GPU (GP-GPU) has allowed the 
huge computational resources available on GPUs to be exploited for parallelizable tasks. Due 
to the architecture of GPUs focusing heavily on computation power in the form of 
computational cores at the cost of a more generalized control circuit, parallelizable tasks are 
those which require many independent operations but with the same logical structure. When 
considering the binary short-ranged particle interactions typically found in the discrete 
element method (DEM), clearly DEM particle contact, forcing calculation, and integration are 
all examples of massively parallelizable tasks. In fact, it has been shown that for industrial 
scale problems with particle numbers in the several millions, huge performance benefits can 
be seen by exploiting the vast computational resources available from GP-GPUs [1].  
With this in mind, the Blaze-DEM framework is an implementation of a DEM solver 
developed using the NVIDIA CUDA C/C++ toolkit [1, 2]. While DEM excels at modelling 
particulate systems, many of these systems cannot be explicitly modelled in isolation. Many 
granular applications make use of wetted particles, whereby the systems behaviour is strongly 
influenced by a fluid interacting with the system. Several examples of such systems can be 
found in industry such as concrete mixing, sediment management, or soil erosion. Usually for 
low concentrations of fluid, this can be accounted for with cohesion models; however, this 
strategy cannot be used for fluid dominated flows. Furthermore, fluid interaction is not the 
only continuum interaction that plays crucial roles in several particulate system interactions 
with kiln drying and blast furnaces both serving as an example of particle-fluid-heat 
interactions. Finally, when considering the resolution of particle contact using some form of 
particle penetration, if we want to know the detail stress fields inside DEM particle or at 
boundaries, a further elastic continuum field needs to be resolved. Using the Blaze-DEM 
framework as a foundation, the goal of this study is to extend its capabilities by implementing 
a partial differential equation (PDE) solver that interacts in a monolithic fashion with Blaze-
DEM.  
In order to operate on the same scale as the DEM solver, this PDE solver will also need to be 
parallelizable. As such, the chosen solution strategy is a modification of the smoothed particle 
hydrodynamics (SPH) method first proposed in 1977 by Gingold and Monagham [3]. SPH is 
a solution strategy that makes use of continuum ”particles” that are free to move while 
carrying local information with them. In order to propagate the particles point-wise 
information into the system, SPH relies on the following identity: 
 

 
 

where W(x, h) is some approximation that tends to δ(x) in the limit as h → 0. Discretizing the 
integral leads to the actual function approximation of SPH. With this formulation in mind, it 
becomes clear that SPH uses a Lagrangian frame to track the continuum, as opposed to the 



more common Eulerian frame commonly employed in other solution strategies such as the 
finite volume of finite difference methods. Opposed to many other studies making use of 
ghost particles [4] or variations of it such as making use of extrapolated fixed point values [5, 
6, 7, 8], this solver makes use of a boundary implementation as proposed by Hashimi et al [9]. 
This method makes use of truncation, whereby the SPH differential approximations are 
expanded under a Taylor series expansion and permit the leading error terms to be truncated 
by means of a linear operator. This operation, while reducing the error in spatial 
discretization, also alleviates the problems associated with having a reduced number of 
particles at the boundary and improves gradient approximations at the DEM particle surfaces. 
Using this information, the SPH equations of motion are inverted allowing for the recovery of 
surface pressures consistent with the DEM particles acceleration. Furthermore, while not 
directly evident, this is only a specific case of a generalized mixed boundary condition and, as 
such, this method can be used to implement Neumann boundary conditions such as fixed heat 
flux or symmetry boundary conditions or even other generalized boundary conditions such as 
convection boundaries.  
This approach has been applied to various 2D and 3D problems such as flow over a cylinder, 
heated porous cavity, Rayleigh-Taylor instability, dam break with obstacles and accelerating 
particles in a bath. Presented below in Figure 1 is an example showcasing the type of results 
obtained with the proposed methodology applied specifically to buoyancy driven flow in a 
porous media. All boundaries of the surrounding box are set to enforce adiabatic conditions 
while the boundaries of the spheres are kept at a fixed temperature. All solid interfaces have 
no-slip boundary conditions. Complex flow behaviour is observed with clear reflow zones 
occurring in several locations due to large velocity gradients trapping the fluid locally and 
exchanging heat between the high velocity fluid and the solids, generating vortices at the near 
the porous boundary interfaces. This illustrates the force of this solution strategy showing the 
capability of this method to handle complex geometries with two-way multiphysics coupling. 
 

 

 
 

Figure 1: Velocity streamlines of buoyancy driven cavity 
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This work analyses the influence exerted by the weak area surrounding the aggregate in 
concrete, the Interfacial Transition Zone (ITZ), upon the long-term creep behaviour of 
concrete. To simulate the behaviour of concrete, many researchers have treated concrete as a 
two-phase material consisting of mortar matrix and aggregates. However, there is another 
phase known as ITZ which is considered to be the weakest zone in concrete and, therefore, 
responsible for its fragility. ITZ is formed during the mixing process of concrete: before 
adding water into the mixture, cement grains are in contact with aggregates and are 
maintained in contact for some of them after adding water and during the mixing. So, a small 
area around the aggregate is formed where the hydration of cement is not the same as the 
hydration at a certain distance from the aggregate. In most cases, this area shows lower 
mechanical properties due to higher porosities. Under loading, micro-cracks can appear more 
easily around the aggregates in concrete. Also, since concrete is a viscoelastic material, it will 
show delayed deformations under a constant load which can lead to cracking. The micro-
cracks caused by creep can be detrimental to the efficiency of concrete. In civil engineering, it 
is of great interest to understand the creep behaviour of concrete. For a long period (up to 
several dozen years), it was not possible to perform experimental creep tests and numerical 
models, therefore, provided the only viable method. The main theory of creep of concrete 
considered that the main hydrate of the cement paste, Calcium Silicate Hydrate (C-S-H), is 
strongly linked to the viscoelastic behaviour (Bažant and Prasannan, 1988a). The 
experimental tests showed that it deforms under a constant load and these deformations are 
restrained by the presence of aggregates, which cause the creation of micro-cracks in the 
cement paste.  
Many macroscopic models have been developed for long-term creep of concrete. But missing 
is a study of the influence of viscoelasticity of the ITZ on the creep of concrete. The only way 
to add it into a model is to consider it explicitly in a volume. Hence, macroscopic models 
cannot be used. Indeed, the ITZ thickness (20 to 50 µm) is very small and can be 
distinguished by many layers with different characteristics. Given the limits of the calculation 
ability of the computer, it was suggested by Grondin and Matallah (2014) to calculate the 
properties of each layer by a hydration model (Grondin et al., 2010) and then to homogenize 
them. In a finite element code, the ITZ can be considered as a homogenous phase surrounding 
the aggregate. Also, according to the volume size of the concrete and the minimum size of the 
elements, a second homogenization could be performed by adding a part of the bulk cement 
paste or mortar to obtain an Effective Mixed Interphase (EMI) (Grondin and Matallah, 2014) 
with lower properties than the bulk mortar (Figure 1). This method allows the weakest area 
around the aggregate to be considered.  



 
Figure 1. Definition of the Effective Mixed Interphase (Grondin and Matallah, 2014). 

 

In this study, we propose a multi-scale model of concrete considering the ITZ in order to 
simulate the long-term creep behaviour of concrete. Four scales have been considered (Farah 
et al., 2017): 1) {C-S-H + pores}, 2) cement paste formed by {C-S-H + pores} and {other 
hydrates + residual clinkers}, 3) mortar formed by {cement paste} and {sand grains}, 4) 
concrete formed by {mortar} and {aggregates}. These scales have been chosen according to 
the representative elementary volume definition. At scales 1 and 2, the hydration model 
(Grondin et al., 2010) is used to calculate the volume fractions of the cement paste phases. At 
scale 1, the formula of Ricaud and Masson (2009) is applied to calculate the effective 
viscoelastic properties ( from that of C-S-H ( and the pores volume fraction 
( : 

 
At scales 2, 3 and 4, the inclusions are randomly distributed in the volume and a finite 
element code is used to calculate the effective creep compliance  (Tran et al., 2011) 
from the average strain  and the average stress  (Farah et al., 2017): 

 
At the concrete scale, ITZ is considered around the aggregate and a constant load is applied to 
the volume. We can simulate the compressive and tensile creep behaviour by coupling a 
damage model to follow the crack growth during the test. Simulations were performed for a 
creep loading of 100 years and results are presented in Figure 2 for the ITZ properties equal to 
0.1 to 0.8 times the values of the bulk mortar. We have noticed that the presence of the ITZ 
influences the creep displacements and the lower its properties, the higher the displacements 
will be with risk of cracking.  



 
Figure 2. Calculation of the tensile creep compliances of concrete for different ITZ properties. 
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For designing and optimizing competitive industrial processes in geotechnics, comminution, 
powder technology and agronomy, it has become essential to predict the dynamics of granular 
materials. Unlike a finite element model (FEM), a discrete element model (DEM) allows the 
properties and effects at particle scale to be directly modelled, which results in significantly 
different stress fields rather than if they were obtained through macroscopic continuum based 
models (Bharadwaj & al, 2008).  This makes DEM, usually calibrated with merely one or two 
particle experiments due to high computational costs, a powerful modelling approach. 
However, the effectiveness of DEM is strongly dependent on identifying an appropriate 
model, carefully selecting experimental calibration data, and assuring the quality of the 
calibration process. The two latter aspects of calibration are likely to be the least appreciated 
and understood in the modelling community and industry. However, when it is done properly, 
as we hope to show, the results of a DEM approach can faithfully reflect a real process as well 
as the limitations of DEM. The concerns of identifying whether or not there is sufficient 
experimental data to conduct sensible calibration will also be addressed.  
This study aims to establish a protocol to characterize DEM parameters, within an industrial 
context, to ensure that the calibrated DEM can be adapted to the needs of industry. First, we 
address the high computational demands of DEM by considering an experimental approach 
(DOE) (Box & Draper, 1987) that allows for a massive number of DEM simulations to be 
conducted in parallel, each with a different set of model parameters. The detailed responses 
for each DEM simulation are then extracted and used to train a simple feed forward neural 
network (FFNN), in the form of a radial basis function regressor (RBF) (Hardy, 1971), that 
predicts the detailed DEM responses for given model parameters without requiring additional 
DEM simulations. This allows us to consider robust optimization (J.A. Snyman & D.N.Wilke 
, 2018) to calibrate optimal DEM parameters based on experimental evidence. We leverage 
the additional power of parallelization to train multiple FFNN to allow different discrete 
element models to be calibrated. The advantage of this approach is that the FFNN needs to be 
constructed only once for a given experimental setup and for a specific DEM. This allows the 
computationally expensive DEM simulations to be completely re-usable. Additionally, by 
carefully partitioning our experimental data into a calibration set, an interpolation test set and 
an extrapolation test set, we are able to compare the accuracy (interpolation test set) and 
generality (extrapolation test set) of various calibrated DEMs. This allows us to choose a 
sufficiently accurate model that is also general enough to predict responses when conducting 
simulations that are distinct from the calibration experiment, i.e. the ability of the calibrated 
DEM to extrapolate away from the calibration experiment. This proposed approach stands in 
contrast to the often uncoupled DEM parameter calibration or two parameter DEM 
calibrations often conducted within the context of a non-iterative calibration procedure (Syed 
& al, 2017). 
Specific consideration has been given to the Hertz-Mindlin and spring-dashpot contact model. 
We chose to calibrate only the coefficient of friction, the coefficient of restitution and the 



rolling resistance. Two experimental setups were considered, namely a lab-scale hopper 
discharge experiment to generate experimental data for our calibration set and an interpolation 
test set. Secondly, a direct shear test was used to generate experimental data for our 
extrapolation test set. To demonstrate that the correct model parameters could be obtained, we 
first solved a problem where the correct model and model parameters – called a virtual 
problem as shown in Figure 1 – was known. Instead of conducting physical experiments, we 
simulated experiments by choosing a DEM with known model parameters. We then computed 
the simulated experimental responses for the hopper discharge and shear box test. Thereafter, 
a DEM model was characterized from the simulated experimental data to determine whether 
we could recover the known experimental model parameters. This allowed us to determine 
whether given experimental data was sufficient or whether the characterization was ill-posed, 
i.e. when multiple model parameters result in effectively the same DEM response, which 
indicates insufficient experimental data. This approach was not always robust due to potential 
overfitting during FFNN construction and parameter calibration, which could effectively 
conceal the ill-posed nature of a characterization problem. 
We therefore extended the FFNN training by adding stochastic noise, 1% and 5% uniform 
random noise to the DOE simulated DEM responses, so as to make the FFNN more robust 
when presented with experimental noise data. Stochastic noise could then be added to the 
simulated experimental data to quantify the sensitivity of the various model parameters, i.e. to 
quantify the confidence interval of each model parameter. The ill-posedness of this procedure 
at the individual model parameter level can then be interpreted statistically. In addition, we 
can now quantify statistically the accuracy and generality of multiple calibrated DEMs by 
adding stochastic noise to the interpolation and extrapolation test sets.  

 
 

 
 

Figure 1. A graphical illustration of the calibration process 
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For frictional granular materials such as soils or rocks, it is now well established that the 
normality of the flow rule as proposed by Drucker and Prager (1952) does not hold, and that 
the plastic behaviour is non-associated. The non-associated character of the flow rule imposes 
the tangent constitutive tensor not to respect the so-called major symmetry (Darve and 
Laouafa, 2000). Therefore, the tangent elasto-plastic matrix linking incremental stress and 
strain (in vector notations) is no longer symmetric (Griffiths and Willson, 1986) which makes 
it possible to observe instabilities in granular materials before the plastic limit surface is 
reached, provided that materials are loaded along ”wedge paths” (Li and Richmond, 1997; Li 
and Karr, 2009). Such critical loading path is illustrated in Figure 1 below.  
 

 
Figure 2: Illustration of the existence of material instability in non-associated materials loaded along 

a wedge path. 

 
If analyses are limited to divergence instabilities, the second-order work criterion as 
introduced by Hill (1958) will provide an energy interpretation for the occurrence of such 
instabilities. For a monotonous increase loading, it is the first instability criterion to be 
encountered (Challamel et al., 2010), whereas other instability criteria are simply specific 
cases associated with specific failure mechanisms. 
The aim of this proceeding (based on Wautier et al., 2018) is to highlight the relation between 
plastic deformation and mechanical instability in granular materials and to exhibit the 
particular role played by the rattlers (i.e., particles with no contacts in the absence of gravity 
forces) with respect to the development of plastic strain and instability. The results presented 
are of particular interest with respect to the internal erosion phenomenon for which the finest 
particles of a soil may be extracted under the action of an internal fluid flow. 
 
1. Non-associated plasticity and mechanical stability 
Thanks to the use of the YADE software, a cubic assembly of 10,000 spherical particles was 
generated following a uniformly distributed particle size distribution with . 



At the microscale, the interactions between grains are modelled according to a classical 
elasto-frictional contact law with parameters given in Table below. 
 

Parameters Value 
Density 3,000 kg.m-3 
Young Modulus (E) 356 MPa 
Stiffness ratio (ν) 0.42 
Inter-particle friction angle (φ) 35° 
Particle-wall friction angle 0° 
Number of particles 10,000 

 
A loose sample with a void ratio of 0.73 was prepared subjected to a drained triaxial under a 
confining pressure of 100 kPa. For a particular stress state i) identified as unstable in the sense 

of the second order work criterion and ii) characterized by a stress ratio , a 
non-associated elasto-plastic model was fitted to describe the incremental response of the 
material in the Rendulic plane of axisymmetry. This model relies on the 6 fitted parameters 
highlighted in red in Figure 2 whose numerical values are given in the following Table.  

 
Figure 3: Non-associated elastoplastic fitted response in the incremental strain space corresponding 

to stress probes describing a circle in the Rendulic plane. The strain response has been broken down 
into an elastic part characterized by three parameters and a plastic part described with three 

parameters. 

Elastic behaviour Plastic behavior 
  
  

  
 
The fitted phenomenological model is shown to account very well for the second-order work 
circular envelope computed in the Rendulic plane, while the magnitude of the plastic intensity 

 is shown to control the existence and the width of the cone of instability characterizing 
unstable materials in the sense of the second-order work criterion. 
 
2. A conjecture on the stabilizing role played by rattlers 
Despite their non-contribution to stress transmission in granular materials, the following two 
schematic diagrams illustrate the two impacts of the rattlers on the incremental plastic 
behaviour in granular materials. 



 
Figure 4: Impact of rattlers on the plastic flow rule: flow intensity (left) and plastic flow direction 

(right). 

- By facilitating the creation of new force chains, if the existing ones failed to 
withstand an incremental load, the rattlers control the development of incremental 
plastic strain. As a result, the rattlers can limit the plastic strain intensity  and thus 
contribute to ensuring mechanical stability. 

- For an anisotropic stress state, force chains are mainly oriented in the vertical 
direction. As a result, should the force chain collapse, the incremental strain would 
develop mainly in the vertical direction. The control exerted by the rattlers on the 
development of the incremental plastic strain is thus more important in the direction 
parallel to the force chains than in the transverse direction.  This explain why the 
rattlers control the non-associated plastic flow direction . 

 
3. DEM assessment of rattlers contributing to plasticity and stability 
The conjecture formulated in the previous section can be tested numerically in DEM 
simulations by removing or adding rattlers in the sample prepared in the stress state  
(section I).  

 
Figure 5: Circular envelopes of second order work plotted in the Rendulic plane for stress controlled 

directional analyses. Three microstructures have been considered. 



The results of these two artificial microstructure modifications are shown in Figure 4. In both 
cases, the modified samples are still identified as unstable (a cone of instability is observed 
for ), but the width of the cone is increased by removing rattlers and vice versa, 
which illustrates the stabilizing role played by rattlers. 
By modifying merely the two plastic parameters  and  of the phenomenological model 
fitted for the original microstructure, it is possible to describe accurately the two circular 
envelopes of Figure 4 corresponding to the addition or removal of rattlers. This is illustrated 
in Figure 5. 

 
Figure 6: Updated second-order work ( ) envelopes accounting for the two modified 

microstructures. The blue dashed lines correspond to an update in  alone. The blue solid line 
correspond to an update in both  and . 

If only the plastic intensity ( ) is updated, the circular envelopes corresponding to the two 
modified microstructure will not be well described. But if the plastic flow direction ( ) is 
also updated, then the updated phenomenological model will be able to account very well for 
the microstructure modifications. This confirms numerically the two conjectures illustrated in 
Figure 3. 
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Microdirectional models which incorporate a mesoscopic scale constitute a powerful 
alternative to continuous models, defined at the macroscopic scale on phenomenological 
bases, and discrete models which are less adaptable to structure-scale analysis. The 3D H-
model (Xiong, 2017) introduces a mesoscale between the representative elementary volume 
and the contact between grains. The granular assembly is modelled as a spatial distribution of 
ten-grain cells (Figure 1). The incremental constitutive relationship is obtained by considering 
the equilibrium of each grain within its cell and, then, by stress averaging over all the grain 
cells. At the mesoscopic scale, the cells are supposed to have three planes of symmetry. The 
geometry of each cell is consequently fully characterized with merely the grain 
interpenetrations and the opening angle  (Figure 1). 

 
 

Figure 1. Multiscale concept of the H-microdirectional model 
 

The original 3D H-model was developed for purely frictional materials. The purpose of the 
present work is to analyze the influence of solid and liquid bridges at the mesoscopic scale. 
The impact of the solid and liquid cohesion on the behavior of an axially oriented cell with an 
initial opening angle of 55° is evaluated along a drained triaxial loading within the Discrete 
Element Method (DEM) based software YADE (Smilauer et al., 2015).  
The presence of solid bridges is modelled by introducing normal and tangential cohesion into 
the grain contact law implemented in YADE (Smilauer, 2010). It is shown that the normal 
cohesion Cn increases the vertical peak stress and the corresponding strain (Figure 2). 
Interestingly enough is that, for large strains (after solid bridge failure), there is a convergence 
between the stress state for a non-cohesive cell and the stress state for a cohesive cell. It has 
also been shown that the shear cohesion Cs has no impact on the response of the cell during 
this loading.  
 



 
Figure 2. Axial stress for several cohesion cases as a function of the axial strain during a deviatoric 

loading 
 

It has been verified that introducing liquid bridges (related pendular regime, already 
implemented in YADE (Duriez &Wan, 2016) does not change the response of the grain-cell. 
Further research will study the influence of the grain-cell saturation degree on the stress state 
of the grain-cell in funicular and capillary regimes. This work is currently performed with the 
surface minimizer software Surface Evolver (Figure 3).  
 

 
Figure 3. Water cluster in a hexagonal cell modelled with Surface Evolver  
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Despite the multiple advantages of agrocomposite in terms of lightness and compliance with 
environmental standards, the variability in the mechanical performances at the end of the 
manufacturing process impedes their mass production and makes them less competitive 
compared to conventional materials. The objective of the VARIATION project, funded by the 
region Hauts-de-France and the FEDER, is to promote the mass production of composites 
reinforced by natural fiber and to control their performance at the macroscopic scale. 
Considering the multiscale effect and the discontinuities that arise in agrocomposite 
simulation, we have used the Discrete Element Method (DEM) (Leclerc, 2017), based on the 
cohesive beam model (Figure 1), which is a good alternative to classical continuous methods 
such as the Finite Element Method (FEM). The latter loses its effectiveness in modelling 
cracking and complex microstructures such as composite materials, whereas DEM naturally 
takes into account discontinuities. However, in DEM simulation the stress field is locally 
distracted, which leads to a heterogeneous field, even in the case where this latter is 
theoretically homogeneous. As a result, the process to initiate cracking is systematically 
accelerated. 
 
 

 
 

Figure 1. Cohesive beam model 
 



 
To resolve this problem, we have introduced a mesoscale using an approach called Halo. The 
aim of this approach is to better control the level of the stress field dispersion. The main idea 
is to evaluate the stress at the scale of the discrete element (DE) taking into consideration the 
effects of DEs located in its neighborhood, inside what we name Halo of the DE (Figure 2). 
The stress field is obtained through a Love-Weber formulation (Love, 1927) (Weber, 1966). 
 
 

 
 

Figure 2. Example of a Halo introduced at the mesoscopic scale 
 
The size of the halo has been directly related to the expected state of dispersion and has been 
discussed in the case of both the homogeneous and the heterogeneous medium. Comparison 
with FEM has been done. Results show a good agreement between the two approaches using 
1770 DEs per Halo (Figure 3). The Halo approach is well adapted to control the stress 
dispersion regardless of the geometry of the inclusion (cylindrical or spherical). However, it 
should be noted that the size of the Halo has to be carefully chosen to smooth out the stress 
field sufficiently but not excessively so that no information should be lost where local stress 
gradients may arise. We expect to develop the Halo approach in order to take into 
consideration stress concentrations and gradients. 
 

 
 

Figure 3. Snapshots of stress field in a pattern with cylindrical inclusion: case of CDEM with  
2 (a) and 1770 (b) DEs per Halo and case of FEM using 5 million tetrahedra (c)  

(cutting plan y=L/2) 
 
As a next step, we intend to implement a numerical approach to take into consideration the 
variability of the input parameters at the microscopic scale and to estimate the transfer of 



variabilities to the macroscopic one, using the Certain Generalized Stresses Method 
formulation (Lardeur and al., 2012) (Yin and al., 2016). 
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Abstract: The aim of this study is to analyse the creep behaviour of a typical clay from 
triaxial tests as well as to understand the microstructural mechanisms of this behaviour. The 
macroscopic results obtained showed that both dilatancy and contractancy could occur during 
creep. At the microscopic scale, the results indicate that the microstructural evolution of the 
clay along mechanical loading is dependent on the stress history. The creep dilatancy at the 
macroscopic level is related to the expansion of micro pores and micro cracks within 
overconsolidated samples. 

 
Introduction  
It is generally accepted that under drained triaxial loading on saturated clays, normally 
consolidated and lightly overconsolidated clays exhibit a contractant behaviour, whereas 
heavily overconsolidated clays exhibit a dilatant behaviour. Tavenas et al. (1978) performed 
drained triaxial creep tests on lightly overconsolidated clay along different stress paths. The 
authors observed a contractive creep, a tiny volume change and an obvious dilatancy under an 
increasing, a constant and a reduced p׳ stress path, respectively. During creep, the 
overconsolidation condition is not the only factor that influences the contractancy/dilatancy 
creep behaviour; the stress path or the stress state before the creep phase should also be 
considered. At the microscopic scale, the presence of clay particles is one of the main reasons 
for soil creep deformation. According to Akagi (1994) the consolidation is based on the 
drainage of pore fluids and the deformation of pores. At present, the study on the microscopic 
mechanism of creep for soft clay is still in its infancy due to the limitations of experimental 
technique and a lack of experimental data.  
In this paper, triaxial creep tests have been conducted on normally consolidated and 
overconsolidated saturated reconstituted clay. After creep, the microstructure of the triaxial 
samples were analysed with the scanning electron microscope (SEM). The time-dependent 
characteristics of the volumetric creep strains, after a purely deviatoric stress loading, are 
discussed. The evolution of soil particles and micro pores after creep has also been studied. 
 
Material and experimental testing  
The soil selected for the research is an industrial clay named Kaolinite K13, the liquid limit is 
42% and the plastic limit is 19%. The dried clay powder was mixed with de-aired water; the 
slurry was preconsolidated afterwards for at least 3 weeks. The soil was then cut into 
cylindrical specimen of 75 mm in height and 50 mm in diameter for triaxial testing. 
After having been isotropically consolidated to a certain OCR (OCR=1, 1.5, 2.5 and 4), the 
triaxial specimen were loaded up to a given stress level under constant p׳ stress path, during 
which the volumetric strain was created by the sole deviatoric stress q (Hattab & Hicher, 
2004). Then the stress state was maintained constant within 7 to 10 days so that the creep 



deformation could be observed. Small samples were cut from the core zone of the triaxial 
specimens after creep. The region of interest for observation is the surface of the vertical 
plane parallel to the vertical stress σ1׳.  
Results and discussion 
Macroscopic scale.  Figure 1 presents the results of 6 tests during the constant p׳ stress path. 
It can be seen from Figure 1a that for the normally consolidated sample, contractancy was 
detected from the beginning of the loading. For the lightly overconsolidated samples, a very 
small volumetric strain was obtained. As for the highly overconsolidated sample (OCR=4), a 
slight dilatancy was observed at the beginning of the loading, which was followed by a clear 
dilatancy. The results obtained here are in agreement with those obtained by Hattab and 
Hicher (2004) on the same constant p׳ triaxial tests. Thereafter, the three volumetric strain 
domains identified by Hattab and Hicher, contractancy, no-volume change and dilatancy, 
were introduced into this research (Figure 1b). 
 

  
Figure 1. Mechanical behaviour on constant p׳ stress path (a) ev - q plane (b) p׳- q plane 

Figure 2 presents the results of the creep tests performed after the constant p׳ stress paths. It 
can be seen that in the contractancy domain for the normally consolidated samples (P010-NC-
q667 and q200) and the lightly overconsolidated sample (P010-OCR1.5-q445), a contractive 
behaviour was obtained (Figure 2a). The results of the creep phase suggested that the 
deformation tendency was the same as the one obtained under constant p׳ loading. In the 
dilatancy domain for the highly overconsolidated sample (P010-OCR4-q200 in Figure 2b), an 
obvious dilatancy was detected from the start of the pure creep phase. As for lightly 
overconsolidated specimens in the no-volume change domain (P010-OCR1.5 and 2.5-q200 in 
Figure 2b), the results showed a volumetric strain evolution alternating between very small 
contractancy/dilatancy or dilatancy/contractancy. After the constant p׳ stress path, it appears 
that the volumetric domain, in which the creep test is conducted, governs the development of 
the volumetric creep strain. 

(a) (b) 



  
Figure 2. Evolution of strains (a) in the contractancy domain (b) in the no-volume and dilatancy domains 

Microscopic scale. In order to see more clearly the microstructure evolution during creep, we 
performed 6 shear tests along exactly the same stress path and stress level as in the creep tests. 
Figure 3 presents the representative SEM photos of tests P010-NC-q200 in the contractancy 
domain after shear and after creep. Generally, the particles are face-face associations shown 
by the thin layers in the side view of SEM photos. Furthermore, it appears that the soil 
particles tend to be more oriented after a period of creep time (Figure 3b) rather than after 
shear (Figure 3a).  
The representative SEM images in Figure 4 shows the structural evolution of highly 
overconsolidated samples. The photos show the appearance of a structural isotropy tendency 
which develops from dilatancy in the creep phase. Locally we observe groups of particle 
arrangement (red dotted line in Figure 4b) forming random open micro-cracks inside the 
material (blue circles in Figure 4b). Unlike the samples in the contractancy domain, weaker 
preferential orientations are identified for samples in the dilatancy domain. 
 

  
 

Figure 3. Microfabric of tests P010-NC-q200 in the contractancy domain (a) after shear (b) after 
creep 

 

  
 
Figure 4. Microfabric of tests P010-OCR4-q200 in dilatancy domain (a) after shear (b) after creep 

 

(a) (b) 

(a) (b) 

(a) (b) 



Summary  
(1) In the contractancy domain for normally consolidated samples: creep contractancy was 
obtained for any stress level. Generally the particles orient themselves parallel to each other. 
Structural anisotropy increases with creep contractancy. 
(2) In the dilatancy domain, creep dilatancy was clearly observed for the highly 
overconsolidated samples. Structural isotropy formed at the end of monotonic loading. This 
structural isotropy continues to develop during creep, formed by groups of random particles. 
The expansion of micropores results in the opening up of microcracks inside the material that 
contributes to the dilation at the scale of the sample. 
(3) In the no-volume change domain for the lightly overconsolidated specimens, alternating 
small contractancy/dilatancy amplitudes appeared during the creep stage. In this domain, no 
volumetric strain change can be assumed during creep. 
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Introduction 
The presence of cracks affects the clay concrete structure. The drying phenomenon, which 
causes suction to develop in the material, appears to be one of the reasons for the cracking of 
clays. During drying, Wei et al. (2016) showed that the initiation and propagation of cracks 
are due to different mechanisms; one of these being the cracking induced by tensile stresses. 
Many researchers have focused on the importance of the tensile strength, among of them: 
Bishop and Garga (1969), Ajaz and Parry (1975), Tang and Graham (2000); or, more 
recently, Thusyanthan et al. (2015). The tensile cracking seems to occur when induced tensile 
stress exceeds tensile strength. Ajaz and Parry (1975) and Thusyanthan et al. (2007) used the 
results of the beam flexion test. The results show that the failure tensile strain increases as 
water content increases. 
In this work, we have mainly focused on the characterization and the understanding of the 
tensile strength properties of clayey soils as well as their relationships with initiation and 
propagation of tensile cracks using an indirect tensile test apparatus by bending. Results are 
analysed with the DIC methods. 

 
Experimental tests and results 
The clayey soil used in this study was Kaolinite K13. The specimen preparation method was 
the following: first, the hydrated clay powder was consolidated under a vertical stress of 120 
kPa. The preconsolidated specimen was then cut into small beam samples of 35 mmX10 
mmX10. The samples of small-beams were submitted to three different levels of suction (361 
MPa, 110 MPa and 38 MPa) in a vacuum desiccator with salt solutions (Fleureau et al. 1993). 
During the test, the sample was loaded until breakage. The test apparatus developed by Ighil 
Ameur (2016) is equipped with a force sensor and a comparator to capture force and 
displacement. The sample was loaded at a rate of 10−3 mm/min. For every stored force value, 
the images were simultaneously captured by a camera for DIC analyses. From the results 
obtained, force versus displacement, we notice that the bend strength corresponding to the 
maximum force is influenced by the suction. Bend strength clearly increases with the increase 
of suction (Ighil Ameur and Hattab 2017). 
The evolution of strain can be shown through the full field longitudinal strain maps presented 
in Figure 1. At the peak of force (image i), the maximum and the minimum exx are equal to 
+0.2% and −0.096%, respectively. The tension zone of the beam is shown in red, where the 
average exx is equal to +0.2%. This stage defined crack initiation as visible in the image. 
Then, when the bend force decreases, the corresponding DIC (image i + 1) shows the 
propagation of the crack and the extension increasing up to +6.3%. At the end of the test 
(image f), the directions of the displacement vectors (white vectors) indicating the opening 
mechanism of the crack can be clearly observed. 

 



  
 

Figure1. Longitudinal local strain exx at (a) image i; (b) image i + 1; (c) image f and their positions 
on tensile stress curve. 
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Granular material processing is crucial to a number of industries such as pharmaceuticals, 
construction, mining, geology and primary utilities. The handling and processing of granular 
materials represents roughly 10% of annual energy consumption (Duran, 2012). In the US 
alone, energy requirements across Coal, Metal and Mineral Mining amounted to 1246 Tbtu/yr 
in 2007, whereas the practical minimum energy consumption is estimated to be 579 Tbtu/yr  
(Mining, 2007). 
The Discrete Element Method (DEM) proposed by Cundall and Strack (Cundall & Strack, 
1979) for geotechnical applications has matured to the point that numerous and diverse 
industrial civil engineering applications are now being considered for the first time. The 
limiting factor has been the limited number of particles that can be practically considered for 
industrial applications. Even if numerous assumptions have been made to enable particle 
shapes to be reduced to spheres, the concurrent processing limitations of the CPU have 
nevertheless hindered advancing the DEM for practical purposes. 
Recent developments for simulating Discrete Element Models on Graphical Processor Unit 
(GPU) hardware have brought new perspectives to practical industrial granular applications.  
In particular, Govender et al. (Govender & al, 2016) have simulated industrial processes that 
include ball mill simulations and hopper discharge using 16 million particles on a single 
portable computer which allows new computational performance levels to be achieved. 
In collaborative studies between IMT Lille Douai (France), CSIR (South Africa) and the 
University of Pretoria (South Africa) started in 2015, the GPU based DEM simulations have 
been extensively validated for silo discharge and milling simulations using both spherical and 
polyhedral shaped particles (Govender et al. 2015, Pizette et al. 2017 and Govender et al. 
2018). These studies  have clearly  demonstrated  that  GPU-based  DEM  to  model  complex  
particle  shapes  in  a reasonable computational time for sufficiently large number of particles 
are valid for practical purposes. These studies proposed  a  systematic  comparison  between  
DEM–GPU  simulations  and experiments  for  idealized  particles (convex polyedral or non-
convex polyhedral particles (Wilke et al. 2017)). This allows for systematic validation of 
developed GPU codes as the complexity of particles increases. 
In this presentation, we show via several applications in civil engineering the contribution and 
the potential of the GPU to tackle large scale industrial cases via DEM simulations. The focus 
of our attention is specifically directed to the newly developed BlazeDEM3D-GPU 
framework (BlazeDEM3D-GPU) for an industrial flow investigation (Civil Engineering). 
Consider Figure 1, where we simulate the granular flows on storage silos of an industrial 
concrete facility located in France with diameter 8 m and height 17 m. DEM simulations were 
performed to investigate the influence of particle sizes (equivalent size for the 20/40-mesh 
gravel) and inter-particle cohesion on the bulk flow rate and induced shear stress for a number 



hopper shapes.  Hoppers are composed of the assembly of two coaxial conical shapes with 
different discharge angles and different cylindrical extensions between the two cones. The 
preliminary results indicate that the shape of the hopper influences significantly the discharge 
rates for the same material parameters.  
To conclude, as required for an industrially relevant application, up to ten million particles 
were simulated with DEM within a practically accepted time frame (30 – 60 millions of 
particles). This study highlights that large scale DEM simulations can be performed within a 
reasonable time frame when the GPU is utilized. 
 

 
 

Figure 1. Hopper discharge for (a) Silo A; and (b) Silo B 
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